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Abstract. People often become disoriented and frustrated when navigating
complex, multi-level buildings. We argue that the principle reason underlying
these challenges is insufficient access to the requisite information needed for
developing an accurate mental representation, called a multi-level cognitive map.
We postulate that increasing access to global landmarks (i.e., those visible from
multiple locations/floors of a building) will aid spatial integration between floors
and the development of these representations. This prediction was investigated
in three experiments, using either direct perception or Augmented Reality (AR)
visualizations. Results of Experiment 1 demonstrated that increasing visual
access to a global landmark promoted multi-level cognitive map development,
supporting our hypothesis. Experiment 2 revealed no reliable performance bene‐
fits of using two minimalist (icon-based and wire-frame) visualization techniques.
Experiment 3, using a third X-ray visualization, showed reliably better perform‐
ance for not only a no-visualization control but also the gold standard of direct
window access. These results demonstrate that improving information access
through principled visualizations benefit multi-level cognitive map development.

Keywords: Multi-level indoor wayfinding · Multi-level cognitive maps · Human
factors · Visualization interface design · X-ray visualization

1 Introduction

Most travelers can recall an unpleasant memory of becoming disoriented when navi‐
gating inside a large building. These buildings usually have a complex multi-story
structure with many levels and confusing staircases. Getting lost wastes our time and
energy, not to mention being stressful and frustrating. It is widely accepted that to
efficiently find our destination in complex environments without becoming lost, navi‐
gators rely on the support of cognitive maps—an enduring, observer-free spatial repre‐
sentation of the environment [1, 2]. Similarly, to accurately and efficiently find targets
located on different floors, people must form a globally coherent mental representation
of the multi-level built environment, which has been termed a multi-level cognitive map
[3, 4]. Multi-level cognitive maps are postulated as consisting of: (1) a set of super-
imposed single-level cognitive maps; (2) between-floor connectivity information (e.g.,
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elevators, staircases, escalators, etc.); (3) between-floor alignment information (e.g.,
indicating what is directly above/below one’s current location); and (4) encoding of the
z-axis (e.g., rough estimates of floor heights) [3]. The notion of multi-level cognitive
maps of complex built environments is different from the concept of a true 3D spatial
representation (see reviews in [5–7]), as the vertical axis of a multi-level cognitive map
is not encoded with the same representational structure and fidelity as the x, y axis [3].
Although previous literature has found evidence that the hippocampus can represent 3D
volumetric space using a uniform and nearly isotropic rate code along three axes, as with
Egyptian fruit bats [6, 8], no evidence for such 3D representations has been observed in
humans. By contrast, Jeffery and colleagues [7] suggested a bicoded representational
structure—where space in the plane of locomotion is represented differently from space
in the orthogonal axis. On this basis, they argued that “the mammalian spatial repre‐
sentation in surface–traveling animals comprises a mosaic of these locally planar
bicoded map fragments rather than a fully integrated volumetric map” [7]. Indeed, there
has been a lively debate concerning the efficacy of this bicoded representation. However,
little hard evidence is available to support whether humans were born with the capacity
to construct true 3D spatial representations in the brain [7, 9–11]. The consensus is that
humans have the capability to encode elevation and z-axis offset in both outdoor and
indoor spaces, even if not in a precise 3D manner [12, 13]. For instance, previous studies
have found clear evidence that differences in terrain elevation are encoded in cognitive
maps of outdoor environments [12]. With regard to indoor environments, a growing
body of evidence also suggests that the integration of multi-level spatial knowledge
(learned from different floors) can be consolidated into a multi-level cognitive map, but
this process is challenging and error-prone for humans to perform [4, 13–16]. Addressing
this challenge, the primary goal of the current work is to investigate whether increasing
visual access to a global landmark from within a multi-level building could facilitate
users’ development of a multi-level cognitive map.

Global landmarks are salient environmental features visible at a large spatial scale
from within the environment, e.g., a prominent building. Previous literature on outdoor
wayfinding has found clear evidence that these global landmarks provide a fixed spatial
reference frame for navigators to integrate local spatial knowledge into a global cogni‐
tive map (see [17] for review). However, there is no empirical evidence on the effect of
global landmarks observed from within a building in supporting the development of
multi-level cognitive maps. This issue is evaluated in Experiment 1. In the three experi‐
ments discussed here, users’ development of multi-level cognitive maps are measured
by three cross-level spatial tasks including pointing and wayfinding between floors and
a cross-floor drilling task. The present research also aims to investigate whether visual
access to global landmarks can facilitate users’ integration of outdoor and indoor spaces,
called OI-spaces, which has attracted increasing attention in recent years (see [18] for
review). In the current studies, OI-space integration was measured by pointing latency
and error performance when pointing from indoor locations (e.g., the building’s rooms)
to an outdoor location, e.g., a parking lot.

Global landmarks are often not available in multi-level indoor environments due to:
(1) interior objects such as walls, ceilings, and other obstacles limiting visual access,
and (2) the external windows or large atriums that might be used to facilitate access are
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frequently only visible from specific locations in the building. As a result, the advantage
of global landmarks—serving as a fixed spatial reference frame—is often greatly
reduced when learning and navigating through indoor environments [18]. If visual
access to global landmarks is found to facilitate the development of a multi-level cogni‐
tive map, as we predict, the question remains as how to best leverage this benefit for the
majority of complex buildings without direct visual access to these landmarks. It is
obviously impractical to modify the physical building to increase access but an alter‐
native and economical solution is to use visualization techniques such as Augmented
Reality (AR). AR technology can be used to superimpose virtual information on the
physical environment from a perception-friendly first-person perspective and thus
enhance users’ spatial awareness of the environment by showing occluded information
that they otherwise cannot directly perceive [19]. If we can use AR technology to
increase visual access to global landmarks, as is investigated in Experiments 2 and 3,
the benefit of these cues for providing a fixed frame of reference can be extended to all
matter of complex multi-level buildings and thereby facilitate users’ development of
multi-level cognitive maps. All experiments discussed in this article were conducted
using virtual environments (VEs), as VEs best facilitate manipulation of building layout
and information content, as well as tracking of movement behavior.

2 Experiment 1

We propose that a global landmark, serving as a fixed global spatial reference, helps
users to consolidate single-level spatial knowledge into a consistent/global multi-level
cognitive map. Thus, our hypothesis in Experiment 1 is that users would develop a more
accurate multi-level cognitive map when they could see the global landmark from both
floors of the experimental building rather than from only a single floor. As shown in
Fig. 1, we designed an outdoor global landmark (a church) and an indoor global land‐
mark (a statue in an atrium), both of which were visible from within the building over
multiple locations.

Fig. 1. Outdoor and indoor global landmarks

In a previous study, we investigated whether two vertically-aligned chandeliers co-
located on separate floors, called contiguous landmarks, could serve as a global landmark
and facilitate users’ development of a multi-level cognitive map [4]. However, we
observed no reliable effects of contiguous indoor landmarks and very few users even
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noticed that the chandeliers were vertically aligned. We interpreted this absence of an
effect as owing to the fact that users had to perceive each chandelier discretely on sepa‐
rate floors, making it hard for them to mentally link the two inter-floor locations without
having direct access to each other. These results suggest that indoor global landmarks
for multi-level built environments need to be more than co-located at the same x-y
coordinates between floors, they must also be directly perceivable from multiple loca‐
tions/levels of the building. Therefore, we predict that both a statue in an atrium and an
external landmark, as shown in Fig. 1, can serve as a global landmark, as they are directly
perceivable from multiple locations/levels in the building. This assertion was evaluated
in the current study.

2.1 Method

Participants: Sixteen participants (eight females and eight males, mean age = 20.1,
SD = 2.0) were recruited from the University of Maine student body. All participants
self-reported as having normal (or corrected to normal) vision. All gave informed
consent and received monetary compensation for their time.

Materials and Apparatus: The experimental environments were displayed on a
Samsung 43” Class Plasma HDTV monitor running at 60 Hz and at a resolution of
1024 × 768. The desktop VEs were run with a MacBook Pro (2.2 GHz Intel Core i7).
The Unity 5.1 VR engine (Unity Technologies, http://unity3d.com) was used as the VE
platform supporting users’ real-time navigation and recording their trajectory and test
performance. Our environments comprised four two-level buildings, as shown in Fig. 2.
Participants used an elevator to move between floors. All buildings were matched for
layout complexity and topology.

Fig. 2. Floor layouts. The (solid line) represents the first-floor layout. The (dashed line) represents
the second-floor layout. “E” represents the elevator. “P” represents the parking lot.

Each virtual building contained four target rooms: a bathroom, a dining room, a
conference room, and an office. In addition, each environment had a number of empty
rooms located throughout the building, as shown in Fig. 3. A set of fire extinguishers or
water fountains were located directly above/below target rooms, and served as the targets
for the drilling task, as described in the experimental procedure. Each environment
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included a global landmark—either a church or a statue in an atrium—visible from a
single floor or from both floors. As shown in Fig. 3, each floor consisted of a number of
windows, through which users had visual access to the global landmark. Each environ‐
ment also contained a parking lot. Participants were positioned at the parking lot at the
beginning of the experiment. However, when inside the building, the parking lot was
only visible from the window opposite the elevator, as shown in Fig. 3. Thus, the parking
lot was not a global landmark in the current studies, but it served as a fixed geo-reference
for the outdoor environment. We tested users’ integration between indoor and outdoor
spaces by asking them to point from rooms inside the building to this parking lot.

Fig. 3. Visual access to the indoor and outdoor global landmark

2.2 Procedure

A within-subject design was adopted, with the sixteen participants running in all four
conditions: (1) single-floor visual access to an outdoor global landmark, (2) single-floor
visual access to an indoor global landmark, (3) two-floor visual access to an outdoor
global landmark, and (4) two-floor visual access to an indoor global landmark). There
were five phases in the experiment.

Phase 1: Practice. Subjects were familiarized with the apparatus and navigation
behavior in the VE. All experimental tasks were explained and demonstrated before
starting the experimental trials.

Phase 2: Learning. At the beginning of the experiment, participants were positioned
at the parking lot. A red arrow on the ground indicated north. Participants were asked
to turn in-place and to note the presence/location of the global landmark (e.g., church
or statue) from this position. Participants were then guided by blue arrows on the ground
to learn the whole building. When they passed by a target room, an audio signal was
played that indicated its name, e.g. conference room.

Phase 3: Pointing criterion task. This task was designed to test whether participants
had successfully learned the four target rooms. They were first randomly positioned at
the doorway of one room and a red arrow appeared to indicate north. The experimenter
then asked them to look around and use what they could see of the building’s layout,
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along with the provided north arrow, to get oriented. When participants were ready, they
walked to the center of the room and turned to face north, indicated by the red arrow.
The experimenter then asked them to turn to face a straight line to the elevator on the
current floor as quickly as possible without compromising accuracy. To perform this
task, participants rotated in the VEs by twisting the joystick and when they felt they
were facing toward the elevator, pulled the trigger to log their response. A red crosshair
on the screen indicated participants’ facing direction. To meet the criterion, they needed
to point to the elevator within a tolerance of 20 degrees. If they failed the first iteration,
the Phase 2 learning and Phase 3 pointing criterion tests proceeded until they either
successfully met criterion or until they made five incorrect attempts. All participants
passed the criterion test within five iterations (M = 1.5).

Phase 4: Pointing task. Participants were first randomly positioned at the doorway
of a room and were told its name, e.g., “you are facing the conference room”. They were
encouraged to orient themselves as they did in Phase 3. The experimenter then gave a
target room name and asked them to turn to face a straight line to that target. If the target
room was on a different floor, they were instructed to ignore the height offset and to
point as if the target was on the same plane as their current floor. They pulled the
joystick’s trigger when they felt they were oriented so as to indicate a straight line to
the requested target. The experimenter then asked them to point to the global landmark
and the parking lot in the same manner. Two dependent variables for the pointing task
were analyzed: pointing latency and absolute pointing error.

Phase 5: Wayfinding task. Participants were first randomly positioned at the doorway
of a room and received self-orientation as they did in Phase 3. They were then given one
target room name and asked to navigate to it using the shortest possible route. Upon
reaching the door where they believed the target was located, they turned to face it and
pulled the joystick’s trigger. The door opened if they were correct. If incorrect, they
were guided to the correct location before proceeding to the next trial. Two dependent
variables were analyzed for this task: navigation accuracy (whether participants indi‐
cated the correct location and orientation of the target room) and navigation efficiency
(shortest route length over traveled route length).

Phase 6: Drilling task. After participants had entered a room in the wayfinding task
(above), the experimenter asked them which room or object was directly above/below
their current location. There were four options: (1) a target room, (2) an empty room,
(3) fire extinguishers or water fountains, and (4) nothing. The dependent variable for the
drilling task was drilling accuracy (whether participants successfully indicated which
room or object was immediately above/below their current location). The drilling task
tested whether participants successfully learned between-floor alignment information,
which is an important component of the multi-level cognitive map.

2.3 Results and Discussion

The five dependent measures (pointing latency, absolute pointing error, navigation
accuracy, navigation efficiency, and drilling accuracy) were analyzed for each
participant. A 2 (visual access: single-floor vs. two-floor) × 2 (global landmark type:
indoor vs. outdoor) × 3 (pointing target type: global landmark, parking lot, and
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building rooms) repeated-measures ANOVA was conducted for each of the two
dependent measures of pointing latency and absolute pointing error. Significant main
effects of visual access were observed for both measures, with pointing in the two-
floor visual access condition being faster and more accurate than pointing in the
single-floor visual access condition: pointing latency, F(1, 63) = 11.151, p = .001,
η2 = .150; and absolute pointing error, F(1, 63) = 10.057, p = .002, η2 = .138.
Significant main effects of target type were also observed for both pointing latency
and absolute pointing error: latency, F(2, 126) = 58.361, p < .0001, η2 = .481; and
error, F(2, 126) = 15.631, p < .0001, η2 = .199. Subsequent pairwise comparisons
showed that pointing to the global landmark was faster and more accurate than
pointing to the parking lot and the internal rooms (all ps < .001). A significant
global landmark type by pointing type interaction was observed for pointing error,
F(2, 126) = 7.198, p = .001, η2 = .103. Subsequent pairwise comparisons demon‐
strated that this significant interaction was driven by the trials requiring pointing to
the parking lot, which was reliably more accurate in the outdoor global landmark
conditions than with the indoor global landmark conditions (all ps < .05).

A 2 (visual access) × 2 (global landmark type) repeated-measures ANOVA was
conducted for each of the three dependent measures of navigation accuracy, navigation
efficiency, and drilling accuracy. A significant main effect of global landmark type was
observed for drilling accuracy, with drilling performance in the outdoor global landmark
condition found to be more accurate than performance in the indoor global landmark
condition, F(1, 63) = 4.817, p = .032, η2 = .071. There were no significant main effects
of visual access (all ps > .172) or global landmark type (all ps > .242) on navigation
accuracy or navigation efficiency.

In Experiment 1, we investigated whether increasing visual access to an indoor or
outdoor global landmark observed through the building’s windows would assist users’
development of a multi-level cognitive map. As we predicted, the results demonstrated
that users’ pointing was reliably faster and more accurate in the two-floor visual access
condition than in the single-floor visual access condition, providing clear evidence that
a global landmark (both indoor and outdoor) can serve as a fixed spatial reference frame
for navigators to integrate multi-level spatial knowledge into a globally coherent multi-
level cognitive map. These findings provide important empirical foundations for the
design of Augmented Reality (AR) models used in Experiments 2 and 3, which aim to
use AR technology to extend the benefit of global landmarks providing a fixed spatial
reference frame to buildings that otherwise do not have visual access to this cue.

With respect to the variable of global landmark type (indoor vs. outdoor), the
results showed that the indoor global landmark was as efficient as the outdoor global
landmark for promoting users’ pointing between building rooms and pointing to the
global landmark. However, results also demonstrated that the outdoor global land‐
mark yielded better pointing performance than the indoor global landmark when
pointing to the parking lot, suggesting that an outdoor reference is better in facili‐
tating users’ integration between indoor and outdoor spaces. This finding is likely due
to the nature of indoor global landmarks, which are often not visible from the outdoor
space (e.g., the statue in the atrium was not readily visible from the parking lot in the
current study). By contrast, an outdoor global landmark is often visible from both
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indoor and outdoor spaces. We believe that the difference found in integrating these
environments is due to this disparity in information access and would be eliminated
if the indoor and outdoor global landmarks had the same visual access from both
within and outside the building. This prediction will be evaluated in a future project.
There was a small effect of global landmark type on drilling accuracy, suggesting that
the outdoor global landmark was more efficient for promoting users’ learning of
vertical alignment information than the indoor global landmark. However, the effect
of visual access on drilling accuracy was not observed, meaning that two-floor visual
access to a global landmark was not more efficient than single-floor access for
promoting drilling accuracy. Indeed, we believe that drilling accuracy may have been
elevated for all conditions in Experiment 1 because the fire extinguishers and water
fountains were always located directly above/below a target room and some partici‐
pants indicated that they used this as a cue. This issue is addressed in Experiment 2.

3 Experiment 2

The results of Experiment 1 showed that increasing visual access to a global landmark
observed through the building’s windows promoted users’ development of multi-level
cognitive maps. However, as discussed earlier, direct access to global landmarks is often
not available from within buildings, and increasing visual access through structural
modifications is impractical. Thus, Experiment 2 aimed to use AR technology to extend
the benefits found in Experiment 1 to many buildings without physical visual access to
global landmarks. We proposed and evaluated two AR models to improve visualization
(an icon-model vs. a wireframe-model), as shown in Fig. 4.

Fig. 4. Icon-model and wireframe-model of the global landmark

An icon-model uses a visual symbol to indicate the global landmark’s direction. By
contrast, a wireframe-model indicates not only the direction of the global landmark, as the
icon-model does, but also the perspective from which users can see the landmark, and its
edges, as shown in Fig. 4. Users’ performance with the two AR visualization techniques
were compared to two control conditions: (1) no visual access to outdoor spaces, which
is the baseline control condition, and (2) a window-access condition. The two AR models
require fewer computational resources to render and take less time to create when
compared to other visualization techniques, as reviewed in [19]. Thus, if one (or both)
were found to be as efficient as the window-access condition in facilitating multi-level
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cognitive map development and subsequent cross-floor spatial behaviors, we would have
an economical and broad-based solution for improving indoor visualization.

Sixteen new students participated in Experiment 2. The design was similar to that of
Experiment 1, except for the following changes: (1) only the church was used as the
global landmark, and (2) the locations of the fire extinguishers and water fountains were
adjusted to ensure that only a subset of them were vertically aligned with the target rooms.

3.1 Results and Discussion

A 4 (visual access: no visual access, icon-model, wireframe-model, and window-
access) × 3 (pointing target type: global landmark, parking lot, and building rooms)
repeated-measures ANOVA was conducted for each of the two dependent measures
of pointing latency and absolute pointing error. A significant main effect of visual
access was observed for absolute pointing error, F(3, 189) = 14.925, p < .0001,
η2 = .192, with pointing in the window-access condition being more accurate than
the no visual access condition and the two AR interface conditions (all ps < .0001).
This finding suggests that the visualization of the global landmark provided by the
two AR conditions was not as effective as the “gold standard” of direct window
access in assisting users’ development of a multi-level cognitive map. Significant
main effects of target type on pointing performance were observed for both pointing
latency and absolute pointing error: latency, F(2, 126) = 25.420, p < .0001,
η2 = .287; and error, F(2, 126) = 7.175, p = .001, η2 = .102. Subsequent pairwise
comparisons showed that pointing performance to the global landmark was more
accurate than pointing to the parking lot (p < .005) but not more accurate than
pointing to the building’s rooms (p = .080). Even though users were assisted with the
AR visualizations of the global landmark (i.e., the church), no reliable differences
were found between pointing to the church and to the building’s rooms, suggesting
that the two AR models were not as effective as direct window access in enhancing
users’ spatial awareness of the church and thus, it failed to serve as a “global land‐
mark” in this study. One explanation for this result is the lack of depth information
about the global landmark conveyed by the two AR models. Without access to this
depth information, users may have perceived the global landmark to be “floating”
in space, leading to an erroneous perception of its true location. In addition, no
outside boundary information of the building was visible from the AR visualiza‐
tions, as could be seen through the building’s windows.

A repeated-measures ANOVA was conducted for each of the three dependent meas‐
ures of navigation accuracy, navigation efficiency, and drilling accuracy, with the four
conditions of visual access as a within-subject factor. There was no significant main
effect of visual access for any measure (all ps > .05). The average drilling accuracy
(M = 57.4 %, SE = 1.9 %) was significantly lower than that found in Experiment 1
(M = 89.8 %, SE = 1.9 %), t(510) = 8.935, p < .0001, supporting our assertion that the
design of the buildings in Experiment 1 artificially elevated users’ drilling accuracy
performance. Even with these modifications, drilling accuracy was still not promoted
by the window-access condition, suggesting that direct visual access to a global land‐
mark alone does not facilitate users’ learning of between-floor alignment. It appears that
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accurate between-floor alignment information, needed in the drilling task, was not suffi‐
ciently provided by global landmarks in the current study. We believe that to promote
drilling accuracy, the AR interface must also assist users to visualize the objects above/
below their current location. This assertion is evaluated in Experiment 3.

4 Experiment 3

The AR visualization models used in Experiment 2 had three shortcomings: (1) they
provided no depth information about the global landmark, (2) they could not help users
perceive what was directly above or below their current location, and (3) users were
constantly exposed to the AR information through an always-on interface. On the basis
of the Experiment 2 findings and acknowledging these limitations, we redesigned an
X-ray visualization technique in Experiment 3 by allowing navigators to see transparent
walls, the global landmark, and the horizon of the outdoor space, as shown in Fig. 5.
The X-ray visualization provides access to depth information about the global landmark,
similar to the access afforded through the building’s windows. Thus, it is anticipated to
be as efficient as direct window access in assisting users’ development of multi-level
cognitive maps. Importantly, the X-ray visualization also facilitates users to perceive
what is directly above or below their current location. Thus, it is also predicted that
users’ drilling accuracy will be promoted by access to this AR interface in Experiment
3. In addition, users could turn on/off the AR information on-demand.

Fig. 5. An X-ray visualization with depth information

A second goal of Experiment 3 was to investigate whether visual access to multiple
global landmarks is more efficient than visual access to a single global landmark for
users’ development of multi-level cognitive maps. Previous literature has discussed
several methods for how humans use landmarks for self-localization, such as computing
position using bearing and distance to a single landmark, computing position using
distances to multiple landmarks (trilateration), and computing position using bearings
or bearing differences to multiple landmarks (triangulation), as reviewed in [20]. Visual
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access to multiple global landmarks has been used to help self-localization in outdoor
spaces (see [17] for review). However, little is known about the effect of having visual
access to multiple global landmarks in multi-level built environments, and there is no
empirical evidence on the effect of access to global landmarks perceived through AR
interfaces on users’ development of a multi-level cognitive map. This issue is evaluated
in the current study.

In Experiment 3, we evaluated the X-ray visualization with two global landmark
conditions (single global landmark access vs. multiple global landmarks access),
compared to two control conditions (no visual access to outdoor spaces vs. direct
window-access), as were used in Experiment 2. In addition to the church, four
distinctive town houses were located on one side of the building, serving as land‐
marks. In the single global landmark access condition, only the church was visible
through the X-ray visualization, whereas in the multiple global landmarks condi‐
tion, both the houses and the church were visible throughout the building via the
X-ray visualization. Sixteen new students participated in Experiment 3. The design
was the same as Experiment 2, except that only one visualization interface was eval‐
uated but with two global landmark conditions.

4.1 Results and Discussion

A repeated-measures ANOVA was conducted for each of the two dependent measures
of pointing latency and absolute pointing error, with the four conditions of visual access
and three pointing target types as two within-subject factors. A significant main effect
of visual access was observed for absolute pointing error, F(3, 189) = 10.746, p < .0001,
η2 = .146, with pointing in the X-ray visualization (single global landmark access)
condition being more accurate than the window-access condition and no visual access
condition (all ps < .0005). Interestingly, the results demonstrated that the X-ray visu‐
alization (single global landmark access) outperformed the gold standard of window-
access in promoting users’ development of multi-level cognitive maps. We interpret this
superior pointing performance as providing evidence that the X-ray visualization affords
even better visual access in the multi-level built environment than is possible from
observation through the building’s windows. With the assistance of the X-ray visuali‐
zation, users had visual access to the global landmark, the parking lot, and the building’s
rooms from anywhere in the building. Thus, they could learn the spatial relations
between places within the multi-level built environment from any location, and this
increased spatial visualization aided the development of a multi-level cognitive map.

No significant effect between the two global landmark conditions of the X-ray visu‐
alization was observed (single global landmark access vs. multiple global landmark
access) (p = .284). This result suggests that increasing visual access to multiple global
landmarks did not improve multi-level cognitive mapping performance. The larger
numeric absolute pointing error observed in the multiple global landmark access condi‐
tion is not surprising for two reasons: first, users only required one global landmark (the
church) for self-localization in the current studies. Second, users had difficulty in
extracting each of the global landmarks from the AR interface, as it was cluttered with
too much information, which made it less effective.
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A repeated-measures ANOVA was conducted for each of the three dependent meas‐
ures of navigation accuracy, navigation efficiency, and drilling accuracy, with the four
conditions of visual access as the within-subject factor. There was no significant main
effect of visual access on navigation accuracy, F(3, 189) = .539, p = .656, η2 = .014; or
navigation efficiency, F(3, 189) = .550, p = .649, η2 = .009. These results are consistent
with the earlier two experiments. This lack of effect is likely due to the environments
tested; e.g. all buildings in the current studies had congruent floor layouts without any loops
and each building consisted of only one elevator. As a result, navigators could find the
target room using the shortest path based on accessing two accurate single-floor cognitive
maps, or even from route knowledge formed during the learning phase. In a previous
study, we investigated how the realism of a virtual environment model impacts human
wayfinding in a multi-level building [14]. The virtual multi-level building in that study had
two elevators and the results showed that a sparsely rendered model significantly promoted
users’ navigation accuracy and efficiency. Thus, we predict that the X-ray visualization
used in Experiment 3 could also promote users’ wayfinding performance in a complex
building with multiple elevators, which will be the topic of a future experiment.

Of note, a significant main effect of visual access was observed for the drilling task,
F(3, 189) = 5.548, p = .001, η2 = .081. Subsequent pairwise comparisons showed that
the drilling accuracy in the X-ray visualization (single global landmark access condition)
was significantly higher than the no visual access condition (p = .001) and the window-
access condition (p = .039). This was not surprising for the no visual access condition
but very meaningful for the window-access condition. The finding that the X-ray visu‐
alization outperformed the window-access condition in promoting users’ drilling accu‐
racy suggests that this interface is a more than adequate substitute for the gold standard
of windows. As predicted, it provided clearer inter-floor visualization than was possible
from the windows. Taken together, the results of Experiment 3 provide compelling
evidence that the X-ray visualization is an effective approach for promoting users’
development of a multi-level cognitive map.

5 General Discussion

The primary goal of this work was to investigate whether visual access to a global land‐
mark from within a multi-level building, either through direct window access or AR
technology, could help multi-level cognitive map development. A multi-level cognitive
map represents the globally coherent mental representation of a multi-story built envi‐
ronment. It was evaluated in the current studies using three cross-level spatial tasks
including pointing and wayfinding between floors and a cross-floor drilling task.

The most important finding from Experiment 1 is that increasing visual access to a
global landmark (both indoor and outdoor) through direct window access significantly
promotes users’ development of a multi-level cognitive map. This finding supports our
hypothesis that both an outdoor and indoor global landmark can serve as a fixed spatial
reference frame for navigators to integrate multi-level spatial knowledge. The results also
demonstrated that the outdoor global landmark not only aided with the development of
multi-level cognitive maps, but also assisted with the integration of indoor and outdoor
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spatial reference frames. Previous literature has discussed how increasing visual access to
important level-related building features such as elevators could support users’ spatial
learning and wayfinding of multi-level buildings [14, 15]. Our current research extends
these earlier studies and demonstrates that increasing visual access to a global indoor or
outdoor landmark can also facilitate the development of a multi-level cognitive map. This
research also provides new insights into our understanding of the underlying mental
processes involved in the integration of multi-level spatial knowledge into a multi-level
cognitive map; for instance, users could learn between-floor alignment by computing the
bearing difference to a global landmark, rather than constantly updating their heading
directions during vertical travel. In this case, the difficulty of learning a multi-level building
with confusing elevators/staircases could be greatly reduced (or alleviated) if navigators
have direct or indirect (via AR visualization) access to a global landmark.

On the basis of the Experiment 1 findings, we proposed and evaluated three AR
interfaces in Experiments 2 and 3 (an icon-model, a wireframe-model and an X-ray
visualization), compared to two control conditions. The results of Experiment 2 showed
that the two simply rendered AR models, although resource efficient, did not provide
sufficient visualization fidelity, and thus, were not effective for facilitating multi-level
cognitive map development. The most important finding from Experiment 3 is that the
X-ray visualization was not only effective but actually outperformed the “gold standard”
of window-access in promoting users’ development of multi-level cognitive maps. This
finding suggests that increasing visual access with AR techniques is not merely an alter‐
native and economical approach, but a more effective way for overcoming the disad‐
vantage of limited visual access in built environments and improving the development
of multi-level cognitive maps. This finding has important practical significance in that
the AR technology could make a local landmark that is not physically visible in multiple
locations/levels in a building to be a “global” landmark and thereby provide a general‐
izable, broad-based solution for improving spatial behaviors in complex buildings.

Taken together, the findings of these experiments provide three Human-computer
interaction principles for cognitively motivated visualization techniques for develop‐
ment of indoor navigation systems: first, designers should provide the depth information
of global landmarks on the AR interface by showing transparent walls, occluded hall‐
ways, and the horizon. Second, designers should keep the AR visualization uncluttered,
i.e. showing multiple global landmarks is not necessarily helpful. Third, designers
should allow users to turn on/off the AR visualization on demand rather than having
them constantly expose to this information.
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