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ABSTRACT

This article focuses on the interaction between the basal ganglia (BG) and prefrontal cortex (PFC). The BG are a group of nuclei at the base of the forebrain that are highly connected with cortex. A century of research suggests that the role of the BG is not exclusively motor, and that the BG also play an important role in learning and memory (Helie, Chakravarthy, & Moustafa, 2013; Packard & Knowlton, 2002). For example, Wise, Murray, and Gerfen (1996) have argued that ‘rules’ are represented in frontal cortex and that the BG are a context detector that are involved in changing the appropriate rule in cortex as a function of context — e.g., to

1. Introduction

The basal ganglia (BG) are a group of nuclei at the base of the forebrain that are highly connected with cortex. Early on, the BG were assigned a role in motor functions, whereas cortex was assigned a more ‘cognitive’ role (e.g., Vogt, 1911; Wilson, 1912). However, a subsequent century of research suggests that the role of the BG is not exclusively motor, and that the BG also play an important role in learning and memory (Helie, Chakravarthy, & Moustafa, 2013; Packard & Knowlton, 2002). For example, Wise, Murray, and Gerfen (1996) have argued that ‘rules’ are represented in frontal cortex and that the BG are a context detector that are involved in changing the appropriate rule in cortex as a function of context — e.g., to
disengage from the current behavior by switching to a new rule. In this review article, we argue that the role of the BG is not restricted to learning contexts using trial-and-error learning, but also to train connections between posterior cortical areas and frontal cortical regions that are responsible for automatic behavior after extensive training (Ashby, Ennis, & Spiering, 2007). According to this view, one effect of BG trial-and-error learning is to activate the correct frontal areas (e.g., rules or responses) shortly after posterior associative cortex activation (e.g., the context or stimulus), thus allowing for Hebbian learning of robust, fast, and efficient cortical–cortical processing. This hypothesized process is general, and the content of the learned associations depends on the specific areas involved (e.g., associations involving premotor areas would be more closely related to behavior than associations involving the prefrontal cortex; PFC).

In this article, we review experiments aimed at pinpointing the function of the BG and the frontal cortex and show that these results are consistent with the view that the BG is a general purpose trainer for cortico-cortical connections. The remainder of this article is organized as follows. First, we review relevant anatomy of the BG and frontal cortex. Next, we detail how the anatomy and connectivity of the BG and frontal cortex supports the learning of cortico-cortical associations. Following this presentation, we review and re-interpret data collected with the goal of elucidating the conditions under which the BG can be used to train cortico-cortical connections. This presentation is followed by possible alternative accounts of the data, including the view that automaticity is characterized by a progressive transfer between anterior and posterior striatum. We conclude with a discussion of the theoretical impact of this integrative role of the BG and frontal cortex and propose future experiments that would provide a direct test of the new integrative framework.

2. Anatomy

2.1. Frontal cortex

2.1.1. PFC

The PFC is a central hub in the brain that is connected to all other cortical areas except for the primary sensory areas and the primary motor area (Miller & Cohen, 2001). While there are many ways to identify the PFC, in this article we define the PFC as the cortical region receiving afferent connections from the medial dorsal nucleus (MDN) of the thalamus (Fuster, 2008). A schematic of the frontal cortex, and its subdivisions, is shown in Fig. 1.

The PFC is typically separated into lateral PFC (Brodmann areas 8, 9, 10, 44, 45, and 46), medial PFC (areas 8m, 9m, 10m, 11m, and 12), and orbitofrontal PFC (areas 10, 11, and 47). The principal neurons in the PFC are pyramidal neurons and stellate neurons. The pyramidal neurons are excitatory (glutamatergic) whereas the stellate cells are inhibitory (GABAergic) interneurons. The pyramidal neurons are connected with other PFC neurons, but also with neurons in other brain regions (e.g., MDN of the thalamus, associative sensory areas). In contrast, the stellate neurons mostly synapse within the PFC. Note that most subdivisions of the PFC are heavily interconnected. Hence, the PFC as a whole can be considered as a single, unified brain area. The separation is mostly functional and based on connectivity with other brain areas (although cytoarchitectonic differences are also present).

2.1.2. Premotor areas (area 6)

The premotor areas (area 6) are caudally adjacent to area 4 (primary motor cortex) and rostrally adjacent to areas 8, 9, and 44 of the PFC. The cytoarchitecture of area 6 allows for the identification of at least three different structures (Barbas & Pandya, 1987). First, area 6 can be divided into a ventral and a dorsal area. The ventral premotor area (PMv) has an emergent layer IV that separates layers III and V, whereas layers III and V merge to form a prominent central band in the dorsal premotor areas. In addition, the pyramidal neurons in the dorsal areas are generally smaller than in the PMv, and the myelin content is less dense. These architectonic features suggest that the dorsal premotor areas are more similar to motor cortex, whereas PMv is more closely related to sensory cortex (Barbas & Pandya, 1987).

The dorsal premotor areas can be further subdivided into a lateral and a medial part. The medial part is called the supplementary motor area (SMA) and contains prominent medium-size pyramidal neurons in layers III and V that are more compact and darkly stained when compared with the lateral part of dorsal premotor area (PMd). In addition, the SMA is often split into a rostral and a caudal region using the vertical commissure anterior (VCA) (Nachev, Kennard, & Husain, 2008). The portion of SMA caudal to the VCA is simply called the SMA and produces movement when a current is
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Fig. 1 – Subdivisions of frontal cortex. Numbers refer to Brodmann areas.
injected. In contrast, the region rostral to the VCA, called the pre-SMA, does not project to any premotor or motor areas (including the SMA), and instead sends all its cortical projections to the FPC (Dum & Strick, 1991). As a result, whereas SMA is similar to other premotor regions, pre-SMA is more similar to FPC (Akkal, Dum, & Strick, 2007).

1.3. Frontal connectivity
Frontal cortex receives its sensory input from higher-level associative cortical areas (e.g., posterior parietal cortex, inferotemporal cortex) and can produce actions through the premotor areas. Most of frontal cortex has excitatory efferent and afferent connections with other cortical areas (Fuster, 2008). Thus, frontal cortex is in a position to influence, and be influenced by, almost all other cortical regions.

First, lateral PFC is bidirectionally connected with all sensory association areas of cortex. The visual information reaching the PFC is highly processed and integrated (especially in humans, via extensive crosstalk between the ventral and dorsal visual pathways). For instance, occipital, temporal, parietal and other areas of PFC that respond to sensory information all converge onto the frontal eye fields (area 8). Sensory pathways (from primary to associative areas) are often thought to represent information hierarchically and every level of the hierarchy projects to the PFC (except for primary visual cortex). Projections from sensory areas suggest that lateral PFC is mostly concerned with visual, auditory, and somatic processing. In particular, lateral PFC has important efferent connections to posterior parietal cortex.

Lateral PFC is also bidirectionally connected with lateral premotor areas (i.e., PMd and PMv). Connections between dorsolateral and lateral premotor areas are stronger than those between ventrolateral PFC and lateral premotor areas, and most connections between lateral PFC and the lateral premotor areas target PMv (Lu, Preston, & Strick, 1994). These in turn project to primary motor cortex and then to the spinal cord to produce movement. As in sensory areas, each area downstream of lateral PFC represents a more effector-specific version of the action and projects back to lateral PFC (except for primary motor cortex). This extensive reciprocal connectivity suggests that lateral PFC may be implicated in goal-directed behavior (Fuster, 2008).

In contrast to lateral PFC, medial and orbitofrontal PFC are mostly connected to the auditory association areas and the associative visual areas of the ventral stream (e.g., inferotemporal cortex). More specifically, medial PFC receives limited projections from visual and somatic areas, but substantial connections from auditory association areas. In contrast, the orbitofrontal PFC receives direct inputs from gustatory and olfactory areas, in addition to activation from other associative sensory areas (i.e., visual, auditory, and somatosensory). Many of these sensory projections overlap in ventral and medial PFC.

At the subcortical level, the FPC has prominent projections to the BG (described below) and the thalamus. FPC is bidirectionally connected with several thalamic nuclei (e.g., ventrolateral, ventral anterior, medial dorsal), but over 80% of its connections are with the MDN (Barbas, Henion, & Dermon, 1991). These connections are topographically organized, with more rostral parts of PFC being connected with more lateral parts of each of these thalamic nuclei (Fuster, 2008). In contrast, premotor areas are mostly connected with the ventrolateral and ventral anterior nuclei of the thalamus.

Frontal cortex also receives neuromodulatory projections from the basal forebrain, the locus coeruleus, the ventral tegmental area (VTA), and the raphe nuclei. These projections supply the frontal cortex with neuromodulators such as acetylcholine, norepinephrine, dopamine (DA), and serotonin. Interestingly, the PFC is able to regulate the impact of at least some of these neuromodulators. For example, the PFC modulates the mesocortical DA system via projections to the VTA (Karreman & Moghaddam, 1996).

2.2. BG

The BG include the striatum (caudate nucleus, putamen, nucleus accumbens), the globus pallidus (GP), subthalamic nucleus (STN), substantia nigra (SN), VTA, and olfactory tubercle. These structures (except the olfactory tubercle) and some of their most prominent projections are illustrated in Fig. 2. The major input structures within the BG, which receive inputs from all of cortex (except V1) are the striatum and STN. The primary output structures are the internal segment of the GP (Gpi) and the SN pars reticulata (SNr), which project widely to cortex via the thalamus. Compared to cortex, the organization of the striatum is simple. It contains two general classes of neurons. Most common (~95%) are the GABAergic medium spiny neurons (MSN), which receive input from cortex and send their axons to BG output structures (Bolam, Powell, Wu, & Smith, 1985). The remaining 5% of striatal neurons are aspiny interneurons (Kemp & Powell, 1971), which can be further divided into large aspiny neurons and medium aspiny neurons.

Based on both structural and functional evidence, the striatum is often divided into ventral and dorsal components. The ventral striatum includes the nucleus accumbens, ventromedial portions of the caudate and putamen, and the olfactory tubercle. The dorsal striatum includes the remainder of the caudate and putamen. The caudate and putamen...
themselves are often divided into the associative striatum, which includes all of the caudate and the anterior putamen, and the motor striatum, which includes the posterior putamen (Parent & Hazrati, 1995). In rodents, the dorsomedial and dorsolateral striatum are homologous with the anterior and motor striatum, respectively (Joel & Weiner, 2000).

2.2.1. Afferent connections to the striatum

Virtually all of the neocortex sends excitatory (glutamatergic) projections to the striatum (Reiner, 2010). These projections arise almost exclusively from pyramidal neurons in layers III and V of neocortex. These cortical inputs are massively convergent with estimates ranging from 5,000 to 30,000 cortical neurons converging on a single striatal MSN (Bolam et al., 2006; Kincaid, Zheng, & Wilson, 1998; Wilson, 1995). A slightly more controversial factor is the extent to which individual cortico-striatal projections diverge. Any given cortico-striatal pyramidal neuron synapses within the dendritic field of multiple MSNs. The degree of divergence, however, is thought to be extremely small relative to the degree of cortico-striatal convergence with each cortico-striatal neuron innervating approximately 10–100 MSNs (Wickens & Arbuthnott, 2010).

Classically, cortico-striatal organization was thought to follow a fairly strict spatial topography (Kemp & Powell, 1970). For instance, ventral striatum receives input predominantly from orbitofrontal cortex, ventromedial PFC, and anterior cingulate cortex (ACC). As one moves caudally within the striatum, inputs from areas 9, 46, and 8 become more prevalent (Calzavara, Mailly, & Haber, 2007; Haber, Kim, Mailly, & Calzavara, 2006; Selemon & Goldman-Rakic, 1985), followed by inputs from premotor regions (area 6), with the most caudal motor and somatosensory cortical regions projecting preferentially to the caudal putamen (Alexander & DeLong, 1985; Flaherty & Graybiel, 1994). These topographic projections continue rostrally and ventrally through parietal and temporal cortices as well as other extrastriate visual areas (Kemp & Powell, 1970; Selemon & Goldman-Rakic, 1985; Van Hoesen, Yeterian, & Lavizzo-Mourey, 1981; Webster, Bachevalier, & Ungerleider, 1993; Yeterian & Pandya, 1993, 1995, 1998; Yeterian & Van Hoesen, 1978).

Recent tracing studies have confirmed the presence of focused, convergent cortico-striatal projections that are both topographically and functionally organized (Calzavara et al., 2007; Haber et al., 2006). In addition, these studies have found more diffuse projections suggesting some degree of divergence between distant striatal targets. This divergence may provide a possible means by which information from functionally distinct cortical regions (or loops) are integrated (Haber, 2003).

2.2.2. BG efferent connections

The GABAergic projection neurons of the GPi and SNr are the primary sources of output from the BG. The vast majority of BG output targets frontal cortex via the thalamus (Gerfen & Bolam, 2010). The fact that the striatal and GPi output neurons are both GABAergic (see Fig. 2) is rather unusual. However, the GPi neurons have a high tonic firing rate, whereas the striatal MSNs have a low tonic rate. Thus, under tonic conditions, GPi inhibits its thalamic targets, which prevents thalamus from exciting cortex. Striatal activity disinhibits thalamus by reducing GPi output. The effect of this disinhibition on thalamic firing is unclear. One possibility is that it allows thalamus to fire to other excitatory inputs. For example, in the case of the MDN, there could be excitatory inputs from PFC that exert control during periods of striatal activity. According to this model, striatal activity does not cause cortical activation, it merely allows other brain regions (e.g., PFC) to exert cortical control. A second possibility, however, follows from the observation that many thalamic neurons fire a rebound burst following a release from inhibition (e.g., Kim, Sanchez-Vives, & McCormick, 1997). This phenomenon provides a potential mechanism via which striatal activity could cause a cortical response.

The DAergic neurons of the SNC/VTA send projections throughout the brain including, but not limited to, PFC, ACC, thalamus, hippocampus, striatum, external segment of the GP, and STN. The SNC/VTA inputs to the GP and SNr as well as several subcortical structures including the amygdala, the pedunculopontine tegmental nucleus (PPTN), and the lateral habenular nucleus (Gerfen & Bolam, 2010). The nigrostriatal DAergic system typically refers to SNC DAergic inputs to the dorsal striatum, whereas the mesocorticollimbic DAergic system typically refers to the VTA DAergic inputs to ventral striatum and frontal cortex.

2.2.3. Cortical-striatal-thalamic-cortical loops

It has been proposed that many cortical targets of striatal projections (via the thalamus) ultimately are in regions where cortico-striatal afferents originate, thereby providing the anatomical basis for a number of functionally distinct cortico-striatal loops (e.g., motor, oculomotor, prefrontal, orbitofrontal, cingulate) (Alexander, DeLong, & Strick, 1986). For example, the motor loop connects the SMA (and other cortical motor regions) with the putamen, the oculomotor loop connects the frontal eye fields with the body of the caudate nucleus, the prefrontal loop connects the dorsolateral PFC with the dorsolateral caudate nucleus, the orbitofrontal loop connects the lateral orbitofrontal cortex with the ventromedial caudate nucleus, and the cingulate loop connects the ACC with the ventral striatum. Although these loops are not strictly ‘closed’ (e.g., dorsolateral PFC provides input to the oculomotor and prefrontal loops), each of these loops was originally thought to be largely functionally independent.

It is highly unlikely, however, that these loops are truly functionally independent because there are numerous points at which information could be integrated across loops. For instance, BG output can also target cortical regions other than the source of input, thereby providing a powerful mechanism for integrating information from functionally distinct cortical regions. In light of the high likelihood for crosstalk among loops and functional views of cortico-striatal input, several researchers have proposed revisions to the Alexander et al. (1986) model (e.g., Haber, 2003; Parent & Hazrati, 1995; Seger, 2006). These revisions generally suggest a smaller number of functionally defined loops that span the caudate and putamen (e.g., affective, cognitive, sensorimotor). The revised loops have received considerable support in monkeys (e.g., Calzavara et al., 2007) and humans (Di Martino et al., 2008; Draganski et al., 2008; Postuma & Dagher, 2006). The contributions of these loops to cognition have been the focus of
several recent reviews (e.g., Chudasama & Robbins, 2006; Ell, Helie, & Hutchison, 2012; Helie et al., 2013; Seger & Miller, 2010).

3. The BG as a general training machine for cortico-cortical connections

Doya (2000) suggested that cortical learning and BG learning were best described by different learning algorithms, namely Hebbian learning and reinforcement learning (RL) (respectively). In Hebbian learning, long-term potentiation (LTP) occurs at synapses with strongly correlated pre- and post-synaptic activity whereas long-term depression occurs at synapses with weakly correlated pre- and post-synaptic synapses. RL is similar to Hebbian learning with the additional requirement of a learning (or reinforcement) signal. DA has been argued to be the RL signal in the BG (e.g., Montague, Dayan, & Sejnowski, 1996).

Much evidence supports the hypothesis that LTP at corticostriatal synapses requires strong pre- and post-synaptic activation and DA levels above baseline (e.g., Arbuthnott, Ingham, & Wickens, 2000). However, if strong pre- and post-synaptic activation is present but DA release is below baseline, then LTD is observed (Ronesi & Lovinger, 2003). As a result, many researchers have proposed that DA is critical for striatal-based RL (e.g., Houk, Adams, & Barto, 1995).

A necessary feature of any RL signal is high temporal resolution. Consider an instrumental learning task in which the goal is to learn a number of stimulus–response associations. Following a correct response, DA must be released into the relevant synapses quickly, before the critical traces disappear. But after the correct synapses have been strengthened, it is also essential that excess DA be quickly cleared from the synapse. If it is not, and the response on the next trial is an error, then the residual DA will strengthen inappropriate synapses — namely, those responsible for producing the incorrect response. This would undo the beneficial learning that occurred following correct responses, and prevent discrimination learning. Within the striatum, DA is quickly cleared from synapses by dopamine active transporter (DAT) and, as a result, the temporal resolution of DA in striatum is high enough for DA to serve as an effective RL signal. Unlike the striatum however, DAT concentrations in frontal cortex are low (e.g., Seamans & Robbins, 2009). As a result, cortical DA levels change slowly. For example, the delivery of a single food pellet to a hungry rat increases DA levels in PFC above baseline for approximately 30 min (Feenstra & Botterlom, 1996). Thus, the first rewarded behavior in a training session is likely to cause frontal cortical DA levels to rise, and the absence of DAT will cause DA levels in frontal cortex to remain high throughout the training session. As a result, all synapses that are activated during the session are likely to be strengthened, regardless of whether the associated behavior is appropriate or not. Thus, although DA may facilitate LTP in frontal cortex, it appears to operate too slowly to serve as a frontal-cortical RL signal (Lapish, Kroener, Durstewitz, Lavin, & Seamans, 2007).

Instead, it is thought that cortical LTP/LTD follows Hebbian learning rules (Feldman, 2009), which means that cortical LTP can occur regardless of whether the resulting behavior was rewarded. This implies that the BG may be necessary in cases where learning depends, in part, upon errors, whereas frontal cortical contributions to learning may be restricted to correct responses. For these reasons, the BG, but not frontal cortex, may be suitable for the learning of skilled behaviors that depend upon trial-and-error learning.

A more controversial question, however, is whether the BG are the long-term store for such learning. In fact, a number of results are problematic for this hypothesis. Section 4 describes some of these results, but one example is that people with Parkinson’s disease, who have DA reductions and striatal dysfunction, are impaired in procedural-learning tasks (Soliveri, Brown, Jahanshahi, Caraceni, & Marsden, 1997; Thomas-Ollivier et al., 1999) but relatively normal in producing automatic behaviors (Asmus, Huber, Gasser, & Schöls, 2008). Based on evidence such as this, Ashby et al. (2007) proposed that automatic behaviors are stored in cortex, but learned in the BG. According to this account, a critical function of the BG is to train purely cortically representations of automatic behaviors. The idea is that, via RL, the BG learns to activate the correct post-synaptic target in frontal cortex, which allows the appropriate cortico-cortical synapses to be strengthened via Hebbian learning (because the product of pre- and post-synaptic activations will be greatest at the correct synapse). Once the cortico-cortical synapses have been built, the BG is no longer required to produce the appropriate behavior. In the following section, we argue that this learning process is general and underlies many functions that depend upon interactions between the BG and frontal cortex.

4. Functions

4.1. Working memory (WM)

Classically, WM maintenance has been associated with closed loops within the PFC (Buchbaum & D’Esposito, 2008; Wager & Smith, 2003), while manipulation of information has been associated with both the BG (Cools, Sheridan, Jacobs, & D’Esposito, 2007) and lateral PFC (Osaka, 2007; Wager & Smith, 2003). This view is best summarized by an influential model proposed by Goldman-Rakic and colleagues (Wilson, ScaIadhe, & Goldman-Rakic, 1993), which assumes that object memory follows a ventral pathway whereas spatial memory follows a dorsal pathway (similar to the famous visual pathways hypothesis). While this model is supported by much data collected from monkeys (Goldman-Rakic, 1987), more recent human neuroimaging data suggest that this ventral—dorsal separation may not be an appropriate reflection of human WM (D’Esposito et al., 1998). Specifically, D’Esposito and colleagues (Buchbaum & D’Esposito, 2008; Cools et al., 2007) argued that WM maintenance involves the ventrolateral PFC, whereas a primary function of dorsolateral PFC is to manipulate information (Osaka, 2007), more specifically by selecting or focusing attention on specific items. As a result, the ventrolateral PFC is often sufficient for WM maintenance in low-load conditions (e.g., as measured by forward memory span). However, the dorsolateral PFC gets recruited in high-load conditions, especially when the load exceeds WM capacity. The BG are recruited to facilitate the entry of new information into WM and/or to switch attention between different WM
items (e.g., Ashby, Alforno-Reese, Turken, & Waldron, 1998; Frank, Loughry, & O’Reilly, 2001; Monchi, Taylor, & Dagher, 2000; Taylor & Taylor, 2000). This is because cortical DA is thought to stabilize representations, whereas BG DA is used to quickly update the representations in a task-relevant manner (Cools et al., 2007; Hélie, Paul, & Ashby, 2012a, 2012b).

In addition, there is mounting evidence that the BG may also help mediate WM maintenance—not just manipulation. For instance, Ashby, Ellis, Valentin, and Casale (2005) reviewed a variety of evidence supporting the hypothesis that the thalamus, BG, and posterior cortex all play critical roles in a widely distributed WM circuit. First, lesions to the MDN have been reported to impair WM in both animals and humans (Van der Werf, Witter, Uylings, & Jolles, 2000). Second, patients with BG lesions have WM deficits (Voytek & Knight, 2010). Third, increased thalamic and BG activation have been reported in some neuroimaging studies of WM (Cairo, Liddle, Woodward, & Ngan, 2004; Callicott et al., 1999; Chang, Crottaz-Herbette, & Menon, 2007; Jonides et al., 1997). Finally, single-cell recording data from a number of brain regions show an increased activation (relative to baseline) during the entire delay period in WM tasks. Specifically, some neurons in the caudate nucleus, GP, and MDN of the thalamus do not respond to the initial presentation of the target. Instead, their firing rates change at the beginning of the delay period. Finding neurons in the thalamus and BG with sustained delay-related activity that is correlated with the activity of WM units in PFC supports the view that the BG also play a role in WM maintenance (Ashby et al., 2005; Schroll, Vitay, & Hamker, 2012).

All of these regions were included in the FROntal-STriatal (FROST) model of WM proposed by Ashby and colleagues (Ashby et al., 2005), a neurocomputational model of WM that postulates that both fronto-posterior cortical loops and frontal-BG-thalamic loops are required for maintenance. The fronto-posterior cortical loops are driven by bottom-up visuoperceptual input whereas the fronto-BG-thalamic loops support the maintenance of this information in WM. FROST does not incorporate any mechanism for learning, but researchers have recently argued for an integration between RL and WM (e.g., Collins & Frank, 2012). Thus, one possibility is that BG-mediated RL facilitates cortico-cortical Hebbian learning between the fronto and posterior cortical components of FROST. Based on the aforementioned work investigating the development of automaticity (e.g., Ashby et al., 2007), the fronto-BG-thalamic loops may no longer be required after extensive training. As a consequence, the visuoperceptual information would be sufficient to initiate WM for an item, and few WM resources would be required for maintenance. This process could account for a form of long-term stimulus/context-WM item associative learning that, after extensive training, would allow for the memorized items to be used without depleting WM resources. More research is required to directly test this hypothesis.

4.2. Rule-guided behavior

The lateral PFC facilitates executive function via its role in the flexible and temporary maintenance of task-relevant information in WM (Wallis, 2007). This information could be stimulus—outcome associations (Wallis & Miller, 2003), rules prescribing the appropriate response to a given stimulus (Ashby et al., 1998), summary representations for a collection of related stimuli (Freedman, 2007), or sets of context-dependent rules/representations (Fuster, 2008). Interestingly, several researchers have suggested that such task-relevant representations follow a rostrocaudal organization that depends upon their abstractness or complexity (Badre, 2008; Bunge & Zelazo, 2006; Christoff, Keramatian, Gordon, Smith, & Mädler, 2009). For example, Bunge and Zelazo (2006) suggest that abstract rules are represented more rostrally, whereas concrete rules are represented more caudally. Hence, univalent rules (i.e., relatively concrete rules where a specific stimulus is always associated with the same response) are usually represented in ventrolateral PFC whereas bivalent rules (i.e., relatively abstract rules where a specific stimulus can be associated with a different response depending on the context) and sets are usually represented in dorsolateral PFC.

Although this account of rule maintenance and rule application focuses on lateral PFC, there is mounting evidence that rule learning is mediated by the interaction between the PFC and the BG (Badre & Frank, 2012; Bunge, 2004; Seger & Miller, 2010). For instance, disruption of PFC-BG networks due to lesion or disease impairs rule learning (Ell, 2013; Ell, Marchant, & Ivry, 2006; Ell, Weinstein, & Ivry, 2010). Moreover, Pasupathy and Miller (2005) showed that activation in both the PFC and the striatum changes when training monkeys in an associative rule-learning task, but that learning-related changes occur earlier in the striatum than in the PFC. Similar results were found by Helie, Roeder, and Ashby (2010) in an fMRI study of (univalent) rule-based categorization. Early in training, BOLD activation in the head of the caudate nucleus was positively correlated with categorization accuracy, and this correlation progressively decreased and became highly negative with extensive training. In contrast, the correlation of BOLD activation in ventrolateral PFC was initially low and increased with practice. Muhammad, Wallis, and Miller (2006) reported similar evidence in a study that recorded from single neurons in the PFC, head of the caudate, and premotor cortex while monkeys were making rule-based responses. In agreement with Helie, Roeder, et al. (2010), they found many neurons in the PFC and caudate that fired selectively to a particular rule. However, after training the animals for a year, they also found many premotor neurons that were rule selective and the degree of rule selectivity was ordered from premotor cortex to PFC to the caudate. Importantly, the premotor rule-selective neurons responded on average about 100 msec before the PFC rule-selective neurons and about 80 msec before the caudate neurons. Thus, after categorization had become automatic, the PFC, although still active, was not mediating response selection. Instead, the single-unit data suggested that the automatic representation included regions of premotor cortex. Similar results have been reported for learning arbitrary stimulus—response associations—that is, the PFC seems to play a critical role in initial learning, but not in the expression of well-learned associations (Puig & Miller, 2012).

Together, these results support the hypothesis that rewarded associations are first learned by the BG, which in turn trains slower-learning mechanisms in the PFC and pre-motor cortex that encode more abstract rules (i.e., bottom-up
learning; Helie, Proulx, & Lefebvre, 2011; Sun, Merrill, & Peterson, 2001). This bottom-up learning mechanism is further supported by Antzoulatos and Miller (2011), who showed that striatal activation is more related to stimulus—response association learning whereas PFC activation is more closely related to the abstraction of categories. Helie, Roeder, et al. (2010) further suggested that rules are progressively re-coded more causally in the PFC as they become more ‘concrete’ with extensive training until they reach the premotor cortex (consistent with Muhammad, Wallis, & Miller, 2006; see also Badre, Kayser, & D’Esposito, 2010).

Although the previous discussion has focused on interactions between lateral PFC and the dorsal striatum, other PFC-BG networks perform a similar function when learning different types of rule-based representations. For instance, orbitofrontal PFC and ventral striatum are involved in the learning (and reversal) of stimulus—outcome associations (Cools, Clark, & Robbins, 2004; Dias, Robbins, & Roberts, 1996; Wallis & Miller, 2003). Stimulus-outcome associations may lead to approach/avoidance behavior that, once automatized, may be mediated solely by cortico-cortical representations linking the conditioned stimulus to the appropriate behavior.

### 4.3. Cognitive skill learning

Although much cognitive activity is based on executive functioning and explicit reasoning, it is well-established that at least some cognitive skills seem to be less dependent upon such controlled processing (Helie, Waldschmidt, & Ashby, 2010). Cognitive skill learning has been defined in various ways, but in this article cognitive skill learning refers to knowledge representations that are incrementally acquired, often in the absence of conscience awareness. These knowledge representations are generally associative, often arising from the gradual accumulation of a number of abstract stimulus/stimuli—response associations.

One example occurs in the information-integration (II) category-learning task, in which stimuli are assigned to categories in such a way that accuracy is maximized only if information from two or more noncomparable stimulus dimensions is integrated at some pre-decisional stage (Ashby et al., 1998). Typically, the optimal strategy in II tasks is difficult or impossible to describe verbally, which makes it difficult to discover via logical reasoning. Nevertheless, many studies have shown that with enough practice, people reliably learn such categories (e.g., Ashby & Maddox, 2005).

Evidence suggests that II tasks recruit a categorization system that gradually learns to associate high-level visual cortical representations with abstract representations of the motor response in frontal cortex (Ashby et al., 1998, 2007). Critically, this system is thought to depend on BG-based RL. Consistent with this model, learning in II tasks is impaired by many manipulations that would be predicted to disrupt successful RL learning in this network, and it is spared by manipulations intended to disrupt more controlled processing (see Ashby & Maddox, 2005 for a review). For example, delaying corrective feedback (Maddox, Ashby, & Bohil, 2003; Maddox & Ing, 2005) or disrupting the consistency of the category-response mapping (Ashby, Ell, & Waldron, 2003; Maddox, Bohil, & Ing, 2004) impair learning in II tasks. A variety of other cognitive skill learning tasks appear to be dependent upon RL in intact fronto-striatal networks (e.g., Beauchamp, Dagher, Aston, & Doyon, 2003; Knowlton, Mangels, & Squire, 1996; Nagy et al., 2007).

Waldschmidt and Ashby (2011) used fMRI to examine changes in neural activation from initial learning all the way until automaticity developed in II categorization. In this experiment, each human subject trained for more than 10,000 trials on the same II task, with four sessions performed inside the MRI scanner. The results showed that although BG activation (i.e., sensorimotor striatum) predicted categorization performance in early training sessions, only cortical activation was related to categorization performance after extensive training (i.e., the SMA and pre-SMA). Thus, these results are also consistent with the hypothesis that a major role of the BG is to train cortico-cortical connections. Interestingly, although the BG appear to be unnecessary once automaticity has developed, applying such knowledge in a novel context seems to re-recruit the BG (e.g., Wan et al., 2012).

Similar but more direct results have been reported in instrumental conditioning paradigms, which are thought to recruit similar BG circuits as II category learning (Ashby & Crossley, 2011; Ashby et al., 2007). For example, Carelli, Wolske, and West (1997) trained rats for many days to lever press to a tone. The animals learned to lever press reliably within just a few sessions, and their mean response time gradually improved over the course of training. Throughout the extended training period, Carelli et al. (1997) recorded from single units in the striatum. During Session 4, many of these striatal units fired a burst just before the lever press. However, during Sessions 5 and 6, the same striatal units still fired bursts, but now these bursts came after the response had been made, and therefore they could play no role in response selection. In even later sessions, presumably after automaticity was well established, the striatum ceased responding altogether; that is, neither the tone nor the response elicited any activity from the same striatal units that apparently controlled the response earlier in training. Similarly, Choi, Balsam, and Horvitz (2005) reported that DA D1 antagonists disrupted the expression of learned instrumental behaviors early in training, but not after the rats had been over trained in the task.

### 4.4. Motor skill learning

Skills are acquired by experience, not knowledge (Hikosaka, Nakamura, Sakai, & Nakahara, 2002). As mentioned in the introduction of this article, one of the first roles assigned to the BG was motor skill learning and production. Accordingly, almost all models of BG function have included motor skill learning. For instance, Hikosaka et al. (2002) proposed that connectivity between the sensorimotor striatum and pre-motor cortex allows for the learning of motor sequences, whereas connectivity between the PFC and the associative striatum allows for learning spatial sequences. This model is supported by Miyachi, Hikosaka, Miyashita, Kárádi, and Rand (1997), who showed that muscimol (a GABA agonist) injections into the associative striatum disrupt learning of new sequences (which should initially be spatial) but not
performance on well-learned sequences (which should be motor). In contrast, muscimol injections into the sensorimotor striatum impair the performance of well-learned sequences as well.

Whereas the research of Hikosaka and his colleagues suggest that the BG are important for both motor sequence learning and production (a transfer from anterior to posterior striatum), results from Desmurget and Turner (2010) suggest that the BG contributes to motor execution, but not to motor sequencing or the storage of overlearned sequential skills. Specifically, Desmurget and Turner trained two monkeys in a sequential movement task for an extended period of time. After this training, muscimol was injected in the sensorimotor territory of the GPi. Following the injections, the animals had impaired movements (e.g., dysmetria and slowing of individual movements), but were unimpaired in producing either random or overlearned sequences. As a result, Helie, Roeder, Vucovich, Runger, and Ashby (2014) proposed a neurocomputational model of sequence learning where the BG is used to learn stimulus–response associations and train cortico-cortical connections within the SMA using Hebbian learning to allow for automatic sequence production. Although the BG are required for initial trial-and-error learning in the model, the cortico-cortical connections are sufficient to produce the sequence once it has been automatized. This interpretation is consistent with Poldrack et al. (2005), who observed a decrease in BG activation during extended training in the serial reaction time task. The Helie et al. model has been used to account for behavioral sequence-learning data (Matsuzaka, Picard, & Strick, 2007), transcranial magnetic stimulation (TMS) data (Verwey, Lammens, & van Honk, 2002), single-cell recordings (Shima & Tanji, 2000), and the Desmurget and Turner (2010) data. The model also makes the intriguing prediction that the same muscimol injection used by Desmurget and Turner would impair early sequence learning and production (before the sequence is transferred into cortex). However, this new prediction remains to be tested. Finally, the model could also potentially be used to account for the data collected by Hikosaka and colleagues by assuming that their animals had not practiced enough to produce the sequences automatically.

5. Alternative accounts

The best known alternative to the hypothesis proposed here is that the development of automaticity is mediated by a gradual transfer of control from the associative striatum to the sensorimotor striatum (Belin, Jonkman, Dickinson, Robbins, & Everitt, 2009; Yin & Knowlton, 2006). Much of the evidence in support of this view comes from animal learning studies of habit versus goal-directed behavior, where a variety of evidence implicates the associative striatum in flexible goal-directed behavior and the sensorimotor striatum in rigid habitual behavior. For example, Miyachi, Hikosaka, and Lu (2002) recorded from single units in the striatum while monkeys were learning sequences of arm movements. They reported that neurons in the associative striatum were active during initial skill acquisition and that this activity decreased with extended training. In contrast, most striatal neurons that responded strongly after over-learning the sequence were in the sensorimotor striatum. Similarly, as noted earlier, Miyachi et al. (1997) reported that temporary inactivation of the associative striatum disrupted learning of new motor sequences, but had less effect on the execution of previously-acquired sequences, whereas temporary inactivation of the sensorimotor striatum did not interfere with the learning of new motor sequences, but it did disrupt the execution of previously-acquired sequences. Several fMRI studies have also reported that the associative striatum is active during initial skill acquisition and that its activity decreases with extended training (Lehericy et al., 2005; Poldrack et al., 2005; Wu, Kansaku, & Hallett, 2004).

Other supporting evidence comes from studies showing that lesions of the associative striatum can speed the transfer of control from the associative to the sensorimotor striatum. For example, rats with lesions of the associative striatum show habit performance even during early stages of training when goal-directed behavior would normally be seen (Yin, Ostlund, Knowlton, & Balleine, 2005). In rats with lesions of the sensorimotor striatum, extended training of a behavior does not lead to a shift from goal-directed action to an S-R habit. In these rats, devaluing the food reward reduces lever-pressing rates even after extended training, suggesting that automaticity is severely delayed or else never occurs (Yin, Knowlton, & Balleine, 2004).

On the other hand, we have reviewed many results that seem inconsistent with the hypothesis that the sensorimotor striatum mediates automatic responding. Particularly most damaging are results showing that striatal dysfunction (Asmussen et al., 2008) or even disconnecting the striatum from motor cortex (Desmurget & Turner, 2010; Doupe, Perkel, Reiner, & Stern, 2005) does not disrupt the expression of automatic behaviors. If the sensorimotor striatum is not mediating automatic responding then what other hypothesis could account for the many results that have been interpreted as evidence supporting this theory? Two alternatives seem plausible. One possibility is that the transfer of control from the associative striatum to the sensorimotor striatum is more accurately described as a switch from a PPC-based declarative memory system to a striatal-based procedural memory system. According to this hypothesis, goal-directed instrumental responding recruits similar neural circuitry as declarative memory tasks, whereas instrumental responding that is under the control of habit learning (i.e., which immediately precedes habitual behavior) depends on much the same circuitry as procedural learning. Some evidence supports this similarity hypothesis. For example, rule-based learning that depends on declarative memory and goal-directed instrumental responding are both flexible with regard to their sensitivity to the nature and timing of feedback (Balleine, 2001; Dickinson & Balleine, 1994; Maddox et al., 2003; Maddox & Ing, 2003). Similarly, procedural learning and habit-based instrumental responding both require extensive practice to acquire, and are both slow to adapt to changing response-outcome contingencies (Ashby et al., 2003; Dickinson, Nicholas, & Adams, 1983; Frankland et al., 2004; Holman, 1975; Maddox et al., 2004). Finally, the striatal region most often implicated in rule-based learning is the head of the caudate nucleus, which is in the associative striatum,
whereas neuroimaging evidence points to the posterior putamen (which is in the sensorimotor striatum) as the striatal region most important for procedural learning (Waldschmidt & Ashby, 2011).

According to this hypothesis, the associative striatum and the sensorimotor striatum are each part of a separate learning system. If so, then the results showing early activation in the associative striatum and later activation in the sensorimotor striatum reflect an early preference for the system that includes the associative striatum over the system that includes the sensorimotor striatum, rather than an early stage of learning that must necessarily precede a later stage. This prediction is supported by results showing that lesions of the associative striatum hasten habit formation (Yin et al., 2005). If the associative striatum played some role that was necessary for habit formation then its lesion should prevent habit formation.

An alternative, but not necessarily contradictory hypothesis is that activation in the sensorimotor striatum after extended overtraining occurs mostly after response selection is complete. Most natural environments include sequential regularities. Rewards are often maximized, not by a series of independent and unrelated actions, but by a structured sequence of behaviors in which one movement reliably follows another. Thus, a critical component of skill learning is to form response–response associations. All of premotor cortex projects directly into the sensorimotor striatum, so one possibility is that a significant component of the activation seen in the sensorimotor striatum after extended training is driven by input from premotor cortex that is mediating the learning of motor–motor associations.

There is also evidence supporting this hypothesis. In particular, sensorimotor activation after overtraining is most often reported in studies that used sequence-learning tasks. For example, a variety of fMRI studies have reported that sensorimotor striatal activation increases with extended training in sequence-learning tasks that require button presses (Lehéricy et al., 2005; Foldrack et al., 2005; Wu et al., 2004). In contrast, different results have been reported for tasks that require a single motor response, such as a reinforced lever-press, head-movement, or directed locomotion in a T-maze (Barnes, Kubota, Hu, Jin, & Graybiel, 2005; Carelli et al., 1997; Tang, Pawlak, Prokopenko, & West, 2007). These studies reported that extended training led to a decrease in the number of neurons within the sensorimotor striatum showing task-related activation.

6. Conclusion

This article reviewed the anatomy of the BG and frontal cortex and proposed a general unifying framework to understand the function of frontal-BG connectivity. Specifically, we argue that because learning at cortico-striatal synapses is feedback-driven (RL) while learning at cortico-cortical synapses is not (Hebbian learning), the BG are required for initial trial-and-error learning to ensure that the correct behavior is produced. Meanwhile, cortex learns to reproduce previous behaviors, regardless of whether or not those behaviors are appropriate. BG learning allows for the production of the appropriate behavior, so that what is learned by cortico-cortical synapses is appropriate and useful. Once the cortico-cortical synapses are built, the BG are no longer required to produce the behavior.

Evidence for the role of the BG and frontal cortex in many different functions has been reviewed and re-interpreted according to the new framework. New papers on the role of the BG are published every week, so this review cannot be exhaustive. However, the results are generally compatible with the new interpretation and, as more details are learned about the exact functioning and connectivity of the BG with cortex, some differences in the biological mechanisms supporting these cognitive functions will likely emerge. Yet, the proposed framework highlights a very important commonality that has been observed repeatedly in BG research—namely that BG-cortical loops provide a sufficient circuitry to allow for fast RL-based BG trial-and-error learning that can trigger slow Hebbian learning in cortex for the storage and expression of automatic skills.

Importantly, this theory has possible applications for rehabilitation of patients with neuropsychological conditions. For instance, patients with BG dysfunction (e.g., Parkinson’s disease, Huntington’s disease, BG lesion) should be impaired in early trial-and-error learning (depending on the BG) but not as much on cortico-cortical learning (depending on cortex). Thus, if techniques less dependent upon trial-and-error learning can be adapted (e.g., errorless learning – Terrace, 1964), then extended training should result in the reinforcement of appropriate cortico-cortical connections. In contrast, patients with frontal lesions should have problems building some cortico-cortical connections (depending on the locus of the lesion) but their initial trial-and-error learning should be mostly spared.

It is our hope that providing an integrative function for the BG may facilitate progress in understanding the role of the BG in many different cognitive and motor tasks. However, most of the reviewed experiments were not specifically designed to test the proposed framework. It is thus possible that alternative explanations could account for all these results. Hence, future research should focus on directly testing the integrative framework using longitudinal designs in tandem with neurophysiological and neuroimaging techniques. One possible experiment is to directly verify that (1) posterior cortex is activated shortly before frontal cortex and (2) that the resulting plasticity is causally related to automaticity. This data would provide for a direct test of the proposed framework. We hope that this review will contribute to the generation such research programs.
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